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EXECUTIVE SUMMARY 

Models are developed in order to simulate problems. They are considered useful for 
understanding complex processes and phenomena. However models have no basis if they are not 
fit to experimental data. Fitting algorithms can be used to search the parameter space of the 
model to make it match the experimental results. In this project we focus on biological modeling. 
BioNetGen Language (BNGL) is a programming language specifically designed for 
development of chemical kinetic models of cell signaling systems. BioNetFit is a fitting 
application made to automate the process of fitting a BNGL model to experimental data. 
Managing complex models in terms of computation time and speed is problematic for many 
reasons. There is no support for CPU and GPU scaling which results in slow runtime. The most 
commonly used solution is to lower the volume at which the simulation is run however this may 
cut out certain components of the system. In this project, we offer a better solution. Often when 
simulating large models, specifically in biochemical systems, the sample size or volume is 
lowered. The issue with this is that, for example, in a cell there may be five copies of a protein A, 
and when a tenth of the cell is simulated, protein A will not interact with any other proteins 
because it has been cut out of the model through downsizing. Therefore, a balance must be found 
between running the entire volume of a cell and one small fraction. We chose to write a function 
that would enable volume scaling while the chosen algorithm is fitting the model. The program 
checks if the parameters are "fit" every time a process completes, if they are "fit" BNF scales the 
simulation size up and this continues until the maximum volume is met (ie 1). 
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INTRODUCTION 

Models are developed in order to simulate problems. They are considered useful for 
understanding complex processes and phenomena. However, models have no basis if they are 
not fit to experimental data. Applications are made to automate the process of fitting models to 
experimental data. 

In this project we focus on biological modeling. BioNetGen Language (BNGL) is a 
programming language specifically designed for development of chemical kinetic models of cell 
signaling systems. BioNetFit is a fitting application made to automate the process of fitting a 
BNGL model to experimental data. Managing complex models in terms of computation time and 
speed is problematic for many reasons. There is no support for CPU and GPU scaling which 
results in slow runtime. The most commonly used solution is to lower the volume at which the 
simulation is run. However, this may cut out certain components of the system. In this project, 
we offer a better solution. 

DESCRIPTION 

Problem Statement 

Often when simulating large models, specifically in cellular signaling, the sample size is 
lowered. Below is an code excerpt from a model. 

begin model 

begin parameters 

# fraction of a cell to consider in a simulation 

f 1  

# Avogadro constant 

NA 6.02214e23 # molecules per mol 

The fraction f of the cell is defined as “1”.  This means the model is simulating an entire cell. For 
complex models, simulating an entire cell is very computationally expensive. Many scientists 
simulate at lower fractions of a cell (i.e. 0.1) in order to receive data faster. The issue with this is 
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that, for example, in a cell there may be five copies of a protein A, and when a tenth of the cell is 
simulated, protein A will not interact with any other proteins because it has been cut out of the 
model through downsizing. Therefore, a balance must be found between running the entire 
volume of a cell and one small fraction. 

Considered Methods 

Models are made to simulate lower population sizes to save time however the results are 
sometimes skewed because of this. This problem is widely recognized and researched. Many 
methods have been defined, but few have been implemented. Those considered include rewriting 
the simulator to support GPUs, adding support for scaling across multiple CPUs (and/or GPUs), 
or editing BioNetFit to allow model scaling during the fitting process. 

The simulator (NFsim) currently does not support GPU usage or scaling. Parallelizing, especially 
for GPUs, would require rewriting both NFsim and BioNetFit, resulting in entirely new 
simulators. Due to time constraints and complexity, this is not a viable option. 

Thus, we chose to write a function that would enable volume scaling while the chosen algorithm 
is fitting the model. The program checks if the parameters are "fit" every time a process 
completes, if they are "fit" BNF scales the simulation size up and this continues until the 
maximum volume is met (ie 1). 

BioNetGen Structure 

BNGL is a rule-based programming language which entails specification of necessary and 
sufficient conditions for a reaction to occur, as well as parameters governing the rates of the 
reactions. 

Figure 1: Visual representation of BioNetGen rules. 
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BioNetFit Structure 

BioNetFit (BNF) offers many algorithms for fitting: genetic algorithm, differential evolution, 
and particle swarm optimization. An analysis of the algorithms offered is shown in Figure 2. 

 

Figure 2: Table comparing different BioNetFit algorithms. 

Depending on the chosen algorithm, the user can choose the amount of generations and 
permutations. There are a certain number of permutations in each generation. BNF then parses 
the the model file and searches for "free" variables with the definition of  

variablename__FREE__ 

Next, the algorithm that was chosen runs for the amount of generations and permutations. After 
every generation, BNF picks the best fit parameters and starts the next generation until it reaches 
Generation X where X is the amount of generations defined. Once Generation X is completed 
BNF provides you with the model file with the best fit parameters. 

Code Structure for BioNetFit2 

To run said algorithms, BioNetFit2 employs eight key C++ program files: 
Config.cpp 
BioNetFit requires a configuration file to be made specifying various parameters including the 
algorithm. The Config.cpp file parses this configuration file. 
Data.cpp 
Data.cpp provides functionality for manipulating data. It has functions that you can call to 
perform basic functions on the data. 
FreeParam.cpp 
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Models have free parameters that are “free” or have no default value. By fitting the model, 
BioNetFit determines the parameters that give the best fit. FreeParam.cpp defines free 
parameters and how they are handled. 
Model.cpp 
BioNetFit parses the model file and replaces free parameters with generated ones. Model.cpp 
does the parsing and replacing as well as read the model for the volume for our function. 
Particle.cpp 
Particle.cpp defines the four types of algorithms used by BioNetFit. It defines particles, the 
particle swarm optimization, genetic, differential evolution, and simulated annealing algorithms, 
and calculates fitting. It also produces smoothing permutations to smooth the output. 
Pheromones.cpp 
Pheromones.cpp is specific to particle swarm optimization. It defines the attraction of particles to 
the “best” or center particle. 
Swarm.cpp 
Swarm.cpp defines variables for the swarm in particle swarm optimization and mutations in all 
algorithms. It also calculates the parameters for the following permutations. 
Utils.cpp 
Utils.cpp provides functionality for file i/o more specifically writing and reading the model files. 
 
The preceding analysis was done because in order to write a function that works with the original 
code, one must understand the original code.  

RESULTS 

We modified the Particle class and added our function. Our function scales the volume up by an 
interval the user specifies after the simulation is determined to be reasonably fit at the current 
volume. During our tests we uncovered multiple bugs unrelated to our code and submitted fixes 
to BioNetFit2 maintainers. Unfortunately, we could not complete our tests because of bugs that 
have not been fixed yet. The major bug found was BioNetFit2 crashing after the first generation 
of simulations, which wouldn’t allow our function to occur. 

CONCLUSIONS 

We worked on improving the lives of biologists by reducing the time it takes to fit their models 
to experimental results. We learned about various fitting algorithms and their advantages and 
disadvantages, primarily focusing on particle swarm optimization. In addition, we contributed to 
an open source project that is in active development by multiple academic institutions. We were 
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unable to get concrete results to test the effectiveness of our added functionality because of bugs 
in the BioNetFit code that we were unable to patch in the short amount of time we had to work 
on our project. 

RECOMMENDATIONS 

First and foremost, we must fix all the bugs in the BioNetFit code that prevented us from testing 
our function. As stated before, our method improves the parameter fitting workflow by reducing 
the time it takes to complete. However, a more complete fix would be parallelizing NFsim and 
BioNetFit. The benefits of parallelization, especially on GPUs, would quite literally blow our 
function out of the figurative water. We could not accomplish this this year because of time and 
the steep learning curve of parallelization specifically CUDA. 
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