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1 Introduction

One of the most difficult parts of successfully training a neural network is know-
ing if the network is truly learning what is desired from the data its been given,
or if, through unintentional bias in the training data, the model has come to
learn another phenomenon within the training dataset which, while applicable
to the dataset it’s trained on, is a spurious correlation that will leave the neu-
ral network ineffective in the real world [4]. In this project, I propose a novel
approach to isolate these spurious correlations.

2 Proposed Solution

In order to isolate the spurious correlations learnt by a neural network (trained
as a classifier), I propose the following algorithm:

1. Place the samples of the dataset where a spurious collection is suspected
into a larger dataset with many more, largely unrelated samples.

2. Run each unrelated sample through the neural network, and find a classi-
fication for each sample.

3. Embed each image into a latent space with a variational autoencoder.
This will compress the dimensionlaity of each image while maintaining
it’s meaning and the overall structure of the dataset [2].

4. Amongst the groups of unrelated images given the same classification by
the network, attempt to find similarities in the latent embedding given to
them. These similarities will be considered to be the spurious correlations.
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3 Current Progress

The majority of the progress that’s currently been made on this project has
been based in defining the testing methodology for the project. In particular,
I plan on using a dataset of real-world images, such as the MNIST [1] dataset
or the ImageNet dataset [3] 1, and finding a particular subset of classifications
within the dataset to consider to be the dataset which is ”of interest”. Then, to
a single classifcation within this subset, I will add random noise. This random
noise will also be added to a variety of other samples within the dataset at large.
This noise will be considered the spurious feature (as has been done in previous
work [5]), and the model will be tested on it’s ability to isolate this random
noise.

4 Expected Results

I anticipate that the novel method tested in this project will work highly suc-
cessfully when trying to isolate a single, strong spurious connection. Given just
one pattern of noise in one clasisfication, I suspect that this spurious correlation
will be identified rather easily. However, I also expect for this model to also be-
gin to struggle when tasked with isolating multiple weaker connections, within
multiple classifications.
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1I will likely use a smaller subset of the massive ImageNet datset
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